
PromptonomyViT:
Multi-Task Prompt Learning Improves Video Transformers Using Synthetic Scene Data

Roei Herzig*1,4, Ofir Abramovich*2, Elad Ben-Avraham1, Assaf Arbelle4, Leonid Karlinsky5,
Ariel Shamir2, Trevor Darrell3, Amir Globerson1

1Tel-Aviv University, 2Reichman University, 3UC Berkeley, 4IBM Research, 5MIT-IBM Watson AI Lab

Motivation

• Instance level distinction and 3D perception are crucial for 
understanding complex scenes

• Collecting and annotating real large-scale video datasets require 
an extensive amount of effort and a high budget

• We exploit the availability of synthetic data and transformer-
based video architectures to fill these gaps

Contributions

• We present a method for exploiting synthetically generated labels 
for several tasks to improve video understanding models

• We propose the concept of special “multi-task prompts” to 
capture task-related information through multi-task supervision

• We demonstrate improved performance on five video 
understanding benchmarks

Quantitative Results
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PViT Approach

PViT adds a set of multiple prompts to a video transformer to capture inter-task structure and solve a downstream task. It utilizes a multi-task prompt learning approach 
for video transformers, where a shared transformer backbone is enhanced with task-specific prompts (colored squares).

Method

Model Architecture. We extend a transformer with a set of “task prompts”, pi, that are designed to capture information regarding each task, as well as capture the inter-
task structure. The prompts are supervised by synthetic scene auxiliary tasks (depth, segmentation, normal, and 3D pose) available only during training.

Results on SSv2, Diving48, AVA-V2.2, SomethingElse, and Ego4D datasets. We report top-1 and top-5 accuracy on SSv2 and SomethingElse. On AVA, we report the mAP 
metric. On Diving48, we report top-1. On Ego4D we report classification error. IN refers to ImageNet-21K.

Visualization of the output of the “task 
prompts” prediction heads on real data
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Qualitative Results
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